
1.1 a) What IP address assigned and what you observed? 

We assigned two different Ip subnets to two different VLANS interface C0TT-L2.10 and COTT-L2.20. 

      For C0TT-L2.10=15.200.0.1/24 

             COTT-L2.20-15.200.2.1/24 

Then we respectively assigned IP address to hosts in different campus switches. 

For ZENT 

1. Student_4: 15.200.2.5/24 default route via 15.200.2.1 

2. Staff_4: 15.200.0.5/24 default route via 15.200.0.1 

For NORD 

1. Student_1: 15.200.2.2/24  default route via 15.200.2.1 

2. Staff_1: 15.200.0.2/24 default route via 15.200.0.1 

For SENF 

1. Student_2: 15.200.2.3/24  default route via 15.200.2.1 

2. Staff_2: 15.200.0.3/24 default route via 15.200.0.1 

For SACH 

1. Student_3: 15.200.2.4/24  default route via 15.200.2.1 

2. Staff_3: 15.200.0.4/24 default route via 15.200.0.1 

 

Since we only assign IP address to different hosts according to VLANs interfaces we cannot communicate 

between hosts because switches do not forward packets across different VLANS. The interfaces 

connected between switch are in default VLANS. So, they cannot forward traffic belonging to one VLAN 

to another VLAN. Thus, we made switch ports connected to each other as trunk ports. From perspective 

of SACH switch, we assigned port-ZENT, port-NORD, port-SENF as trunk ports to carry traffic for VLAN 10 

and VLAN 20. This enabled communication between hosts in VLANS. 

 

1.1 b) The spanning tree before configuration looks like 
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Switch Nord is given bridge ID 1. So, this switch became the root bridge. All the traffic will pass through 

Nord switch making it a root. 

In our setup we changed the bridge ID of SACH to 1 and made it root bridge. Also we assigned path cost 

between SENF to NORD as 4 as the link is 1 Gbps bandwidth link. Similarly, we also assigned ZENT to 

NORD path cost as 4, to force communication between them via Root Bridge. We also assigned ZENT to 

NORD and NORD to SENF port as alternative port to prevent loops in a spanning tree. 

The reason behind choosing SACH as Root Bridge is, it can reach every other node in one hope. Similarly 

making some ports as alternative is to prevent loops in tree. 

The output of ovs-vsctl show br0 for SACH 

 

 

 

 



For Nord 

 

 

 

 

 

 

 

 



 

1.2) Trace route from BARC host to SANF host: 

 

 

1.3) Listing all ospf costs 

   In COTTBUS router: 

1. Port_LOND=9 

2. Port_BARC=5 

In LONDON router: 

1. Port_BARC=4 

2. Port_COTT=9 

3. Port_NEWY=15 

In BARCA router: 

1. Port_COTT=5 

2. Port_LOND=4 

3. Port_MIAM=17 

4. Port_NEWY=18 

5. Port_ACCR=25 

In ACCR router: 

1. Port_SAOP=20 

2. Port_MIAM=28 

3. Port_BARC=25 

In SAOP router: 

1. Port_NEWY=29 

2. Port_MIAM=22 

3. Port_ACCR=20 

IN MIAM router: 

1. Port_SAOP=22 

2. Port_SANF=5 



3. Port_NEWY=9 

4. Port_BARC=17 

5. Port_ACCR=28 

In SANF router: 

1. Port_NEWY=4 

2. Port_MIAM=5 

In NEWY router: 

1. Port_SAOP=29 

2. Port_SANF=4 

3. Port_MIAM=9 

4. Port_LOND=15 

5. Port_BARC=18 

Traceroute report from SANF host to Cottbus loopback address 

 

 

Yes as I assigned the cost the traceroute result is showing accordingly. I assigned same cost between 

SANF host and COTT router via  

1. SANF-MIAM-BARC-COTT  

2. SANF-NEWY_BARCA_COTT links. 

Above shown picture also show the same thing and when I see the total route cost from SANF router 

to COTT router the route cost appear to be same. 

 

1.4) what update-source does and why to use it? Show the result of show IP BGP summary for router 

SANF. 

-If the interface that connect two routers does not work then the connection between them is broken. 

Then BGP session goes down. So, the reason behind using update-source loopback is to make another 

connection between two routers. So, that on these faulty condition, data reaches to actual 

destination.  BGP gives us an option to change the source of packets sent. In this case we can use 

Loopback interface as source of BGP packets sent between these neighbors. Loopback interfaces allow 

internal BGP connections to stay up no matter what interface is used to reach a neighbor. 

 

 



BGP summary for router SANF: 

 

 

2.1) When a border router shares the routing information learned via ebgp session over a link then it 

also shares that the next hop is the neighbor on that link. The ibgp routers also learn that next hop is the 

neighbor on ebgp session. One potential issue with iBGP is that it doesn’t change the next hop IP 

address. Sometimes this can cause reachability issues. So next-hop-self is important for EBGP session 

but are set in ibgp routers. Show ip bgp command result :

  



My prefix advertisement available for neighboring AS: 

 

 

Traceroute result from BARC host to another peer BARC: 

 

 

2.2) Out route-map configured in NEWY router 

 

The first command route-map IXP_OUT permit 10 means: create a route map named IXP_OUT with 

which is permitted and sequence number is 10 



Match IP address prefix list own-prefix means I am matching my IP that I assigned in own_prefixs which 

will be permitted. 

SET community is setting up a community representing with IXP number and other AS number where 

route map will be applied and this route map will be advertised to these community through IXP. 

For remaining part I donot see proper configuration done. 

 

 

 

3.1) BGP community used for peer 16 is 15:160 

       BGP community used for provider 13 through SAOP 15:130 

       Provider 13 through LOND:  15:131 

      Customer through MIAM: 15:170 

      Customer through ACCR: 15:171 

      Customer through MIAM 15:180 

 

Here  route Map 17_In is created with permit sequence 10 where the routes learned are represented by 

a community value while  route map 17_OUT show  own prefix being advertised. 

Here is what I see in AS 16.

 

 

The configuration done is not proper that’s why packet is being forwarded from provider not directly 

through peer 

 

 



 

3.3) In order to influence the inbound traffic destined to my prefix from provider connected to COTT in 

priority, I made the as-path length small compared to other provider. Since local preference value is 

same, as-path prepending became the legitimate choice. So while creating route-map out, I just 

prepended as path in provider connected through SAOP and LOND. As-path prepending is not a reliable 

choice in some cases. So, this might be a possible drawback. So, only trusting as-path is a dangerous 

option. 

 

3.4) Since, I have two provider in same AS(13), I prepended as-path and advertised to neighbor in LOND 

router. This makes as-path length more in LOND router which made obvious to choose SAOP provider 

link. 

 

 

 

3.5) when I saw in looking glass I found that AS 6 hijacked my prefix with more specific prefix 

announcement than me. AS 6 announce 15.0.0.0./10 prefix, which was more specific than 15.0.0.0/8.SO 

my prefix was hijacked. 

 

To mitigate hijack and to get traffic back to my AS, I made another specific prefix announcement 

15.0.0.0/16 

The countermeasures to stop prefix hijacks are: 

a) Make more specific  prefix announcement 

b) Protocol level security is available which matches or binds which AS system is announcing which 

prefix.  The protocol is called BGPsec. 

 

 

 


